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Intelligent Cloud Operations
The emerging field of AlOps

The field of AlOps, also known as Artificial Intelligence for IT Operations, uses advanced technologies to dramatically improve
the monitoring, operation, and troubleshooting of distributed systems. Its main premise is that operations can be automated using
monitoring data to reduce the workload of operators (e.g., SREs or production engineers). Our current research explores how
AlOps — and many related fields such as deep learning, machine learning, distributed traces, graph analysis, time-series
analysis, sequence analysis, advanced statistics, NLP and log analysis — can be explored to effectively detect, localize,
predict, and remediate failures in large-scale cloud infrastructures (>50 regions and AZs) by analyzing service management
data (e.qg., distributed traces, logs, events, alerts, metrics).

= Planet/large-scale Distributed systems and cloud computing

= Distributed traces, logs, events, alerts, metrics, ....

» Big Data platforms with Kubernetes, Hadoop, Spark, Flink, ...

= Deep Learning, machine learning, data mining, advanced statistics, time-series analysis, NLP, ....
= Detect, localize, predict and remediate failures in infrastructures

Dr. Jorge Cardoso is Chief Architect for Planet-scale AlOps at Huawei’s Ireland and Munich Research Centers. Previously he
worked for several major companies such as SAP Research (Germany) on the Internet of Services and the Boeing Company in
Seattle (USA) on Enterprise Application Integration. He previously gave lectures at the Karlsruhe Institute of Technology
(Germany), University of Georgia (USA), University of Coimbra and University of Madeira (Portugal). His current research
involves the development of the next generation of AlOps platforms, Cloud Operations and Analytics tools driven by Al, Cloud
Reliability and Resilience, and High Performance Business Process Management systems. He has a Ph.D. in Computer
Science from the University of Georgia (USA).

Interests: AlOps, Service Reliability Engineering, Cloud Computing, Distributed Systems, Business Process Management
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http://jorge-cardoso.github.io/
https://www.slideshare.net/JorgeCardoso4
https://scholar.google.com/citations?user=n9JFmAkAAAAJ&hl

Cloud Computing

Virtualization

Server virtualization is the partitioning of a physical server into multiple

smaller virtual servers to maximize resources. The resources of the server are Popek and Goldberg defined a set of sufficient
hidden from users. conditions for a computer architecture to efficiently

support virtualization. The set provides guidelines for
the design of virtualized computer architectures

Run the guest operating system as a normal

user process on the host. A virtual machine

monitor process needs to handle: address Formal:RequirementS

A virtual machine is an “efficient, isolated duplicate
of a real machine” (Popek and Goldberg, 1974)

space changes, device accesses, system ) g
calls,... for Virtualizable
" Third Generation
App || App Architectures
X86 X86 Gerald J. Popek .
Windows T S SXUSSGe REEBgat glrgversny of California, Los Angeles

XP 2003 Robert P. Goldberg
Honeywell Information Systems and

Harvard University

12% Hardware 15% Hardware 18% Hardware 10% Hardware
Utilization Utilization Utilization Utilization
Virtual machine systems have been implemented on a
App App App App App App limited number of third generation computer systems, e.g.

CP-67 on the IBM 360,/67. From previous empirical
studies, it is known that certain third generation computer
systems, e.g. the DEC PDP-10, cannot support a virtual
machine system. In this paper, model of a third-
generation-like P system is developed. Formal
techniques are used to derive precise sufficient conditions
to test whether such an architecture can support virtual
machines.

X86 X86

Windows

Windows
XP

2003

X86 Multi-Core, Multi Processor

Communications of the ACM
Vol 17, no 7, 1974, pp.412-421

70% Hardware Utilization
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Cloud Computing
From Virtualization to Clouds

Cloud Computing Deployment Stages of Enterprises

Virtualization is the base to build cloud services. Private Cloud services are used by a single organization and are not exposed to the public. Public
Cloud platforms are exposed to the public and can be used by anyone. Hybrid Cloud services are distributed among public and private clouds. Typically,

sensitive applications are kept inside the organization’s private network and other services can be hosted in public clouds.
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Cloud Computing
Public Clouds

= Open Telekom Cloud and Orange Business Services offer

" Amazon, Azure, Google Cloud, Oracle Cloud, VMWare, IBM, public cloud services in Germany and France, respectively.

Alibaba Cloud, etc.

= Transforms datacenters into pools of resources

= Provides a management layer for controlling, automating,
and efficiently allocating resources

= Adopts a self-service mode Open Telekom Cloud
= Enables developers to build cloud-aware applications via ~
standard APIs e

personaised consultancy

fuure-proo open s
ad L
Tepmanwa ODENStaCk Ro—
—— e ) W
/ } ORACLE o i o g nomvestment cost
e o / A Azure c’ Alibaba Cloud amazon et
oge Cloud Platfor IBM Cloud webservices
Fee s i o
Public Cloud Adoption for Enterprises
% of enterprise respondents * Flexible Engine, une infrastructure unifice pour vos applications
ans s @D Orange Cioud e

services ,* disponibilité

w Experimenting

ey
Azure 69% 18%
Google Cloud 34% 26%
Oracle Infrastrucuture Cloud 20% 14%
PAYG
VMware Cloud on AWS 19% 25% W Currently use pay-as-you-go , e

IBM Public Cloud 15! 5%

Plan to use . France et dans
SLA disponibilité «® I3 monde
Alibaba Cloud 3 13% 99.99%
¥
4
N=554 Source: Flexera 2020 State of the Cloud Report
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Cloud Computing
OpenStack

= Started by Rackspace and NASA (2010)

= Driven by the emergence of virtualization

= Rackspace wanted to rewrite its cloud servers offering

= NASA had published code for Nova, a Python-based cloud
computing controller

Series Status Initial Release Date  Next Phase EOL Date

. 2021-04-14 estimated  Maintained estimated
Wallaby Development

(schedule) 20210414
eren ssained 01044 Benced Maarce
- T
Train Maintained 20191016 e
sizin P 20190210 Extended Maintenance

estimated 2020-11-11

i Extended Maintenance 5 o o

(see note below) Unmaintained TBD

Extended Malntenance

2018-02-28 U it d TBD
(see note below) Inmaintaine

T
plke Extended Maintenance o oo oo

544 Dot belows inmaintained T80

I s 2020054

Newton End Of Life 2016-10-06 2017-1025
Mitaka End Of Life 2016-04-07 2017-04-10
Libery End Of Life 2015-10-15 20161117
Kilo End Of Li 201504-30 2016-05-02
Juna End Of Life 2014-10-16 2015-12-07
Icehouse End Of Life 20140417 2015-07-02
Havana End Of Life 20131017 2014-09-30
Grizzly End Of Life 2013-04-04 2014-03-29
Folsom End Of Life 2012:09-27 20131119
Essex End Of Life 2012:04-05 2013-05-06
Diablo End Of Life 2011-09-22 2013-05-06
Cactus End Of Life 2011-04-15

Bexar End Of Life 2011.02:03

Austin End Of Life 2010:10-21
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What size organizations use OpenStack?

25%
16%
&%
o9 10t099 100 to 999
employees employees employees

29%
14%
I ]

1,000 to 9,999 10,000 to 99,999 100,000
employees employees employees or more

* 25%, 100-1k employees
* 29%, 1k-10k employees
* 14%, 10k-100k employees

3%

Don't know
/ not sure

Which emerging technologies interest OpenStack users?

Containers —
Base metal
Hardware accelerators

SONANFY

SDN/NFV e
Cl/ICD Hybrid cloud
Hybrid Cloud Edge computing
Edge Computing
Paas Internet of Things

Other

Platform as a Service

70%

——
Y 2%
P9
1 7

I s

I
——
L[

-

What types of clouds are running OpenStack

On-Premises Private Cloud

R
Public Cloud | IEEEG— 127

—
Off-Premises Private Cloud I 7%

K33
Community Cloud I 5%

On-premises Private Cloud
Public Cloud
Off-premises Private Cloud

n 201




Cloud Computing
OpenStack Community

= 1,500+ active participants

= 17 countries represented at Design Summit

= 60,000+ downloads

=  Worldwide network of user groups (North America, South America,
Europe, Asia and Africa)

"

100,000

MEMBERS

P
187

COUNTRIES

[

675

ORGANIZATIONS

Key stat: 33% increase in community members YoY

Which vendor’s OpenStack-related software products power user’s clouds?

Huawei
EasyStack
Red Hat- Inc.
Canonical
Mirantis’
Debian
99Cloud Inc.
Rackspace
Hewlett Packard Enterprise
SUSE
VMware
AppFormix
IBM

Dell EMC
Other
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1 257
I 2 2%
]
I, 15

I

I

I

I

A

I 7

I

I 2%

I 2

. 2

I, 10%

cloudscaling

L I N S

o om o~ o

=
MIRANTIS

Pure Play Opentack

)

redHat

c nebula

Company
Red Hat
Huawei
SUSE
Rackspace
IBM
*independent
Fujitsu
NEC
Intel
AT&T

vl
CISCO

Reviews

18232
5348

2948
2644
2458
2258
2232
1574
1344

=9

metacloud "



OpenStack
Popular Services

Nova (Compute)
Keystone (ldentity Service)
Glance (Image Service)
Neutron (Networking)
Horizon (Dashboard)
Cinder (Block Storage)
Heat (Orchestration)
Ceilometer (Telemetry)
Swift (Object Storage)
Ironic (Bare Metal)
Trove (Database Service)
Sahara (Data Processing)
Designate (DNS Service)

Magnum(Containers Service)
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0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%
66% 97%
63% 93%
62% 91%
57% 90%
59% 90%
57% 83%
39% 68%
30% 60%
32% 53%
8% 22%
3% 17%
= 17% Only illustrative since the chart is rather old (2016)
o= 17% Additional adoption, maturity and age metrics can be viewed for all of the
OpenStack projects at the Project Navigator: Froduction [l
12% https://www.openstack.org/software/project-navigator Testing M

OpenStack User Survey: A snapshot of OpenStack users’ attitudes and deployments. April 2016. (https://www.openstack.org/assets/survey/April-2016-User-Survey-Report.pdf). Fig. 4.6, Pag. 31.



OpenStack
BaS|c Design Tenets

1. Scalability and elasticity are the main
goals

2. Any feature that limits our main goals must
be optional

3. Everything should be asynchronous
- If you can't do something
asynchronously, see #2

4. All required components must be
horizontally scalable

5. Always use shared nothing architecture
or sharding
- If you can’t share nothing/shard, see #2

6. Distribute everything
- Especially logic. Move logic to where
state naturally exists.

7. Accept eventual consistency and use it
where it is appropriate.

8. Test everything
- We require tests with submitted code.
(We will help you if you need it)

e The system is divided into a number of smaller,
individual and independent testable services

ULTRA-SCALE AIOPS LAB

e Message queues provide asynchronous communication

Decentralized data management where each
and coordination for distributed components microservice encapsulates its own database

. . - CLI clients(nova, cinder, neutron and 5o on)
Internet )y Yy O) - Cloud management tools
- - - GUI tools

ceiloneter-agent-| !
notification i
el loneter- '
agent- conpute

ceilometer-
agent-central

ceilometer-alarm- | |

' Optiof i 1
e e B i eertomrer-
| — H i\ collector

: - ; Openstack | !
Horizan : : - :l:{J'—'T Identity Service | H l

. H . keystone-atl ; :

: : : : < ! H
Openstack 1 : ' e H
.. Dashboard________J ; :

—————
ceiloneter
database |

[ ironic-
conductor

v H evaluator |

) ! ! | 1

openstack : H ; — i openstack ‘“?;R:;I"H“’m,."fff{if,l”ﬂ .

Bare Metal Service . B 1 Telemetry —

B e T i Drchestration _ » Lt eesepeper s

[l’

"""""""""""""""" JZ S 1 [ 'vI

glance-api neutron- | :
server Neutron L2 H

f agent * :

neutron- '

13-agent * H

i TE-pro.)

C.J:\s\dft object
r

Glance
databese

R ———
< nova-cert | [11 o Cinder
database 1 [Ldatabace

':ulf( a(;uunt SHLTE container :‘ s{fe;"l":fw . - pentron . : E;?z:;:e
T —
H A = \ o Dpensta‘k Dﬂ;ﬂ) ]
e u::;s;Q mﬁ i () () (eemmmd | [ |,
' " o ) % party plugin, . TTTTTTmTmomsesosess
: i i ot o _Hyperutsor ‘ : Cinder ] 3 : :
11 [Jogent OpenStack heduler 1 K H n ‘Optional, :
Opengtack Ohlec = Gt w5 e |
e JiDatabese Service 1o o eeee | __ Block Storage | 5 bememnnnn [N --=
e High availability is achieved by expecting that at least 2 servers are Each service run as autonomous processes and
utilized to run each service. No single point of failure exists. Service can communicate with one another through APIs

be replicated to increase scalability



OpenStack
Conceptual Architecture

OpenStack is comprised of several core projects that form a complete laaS solution

1. Accessing the dashboard

2. Calling the identity service for authentication
3. Generating a token to be used for
subsequent calls

6. Processing compute service calls tc.)"“a.ﬂ
determine security groups and keys ’

-1 @ [k

5. Processing the request to the
compute service API

8. Choosing the hypervisor node by the
compute scheduler service

DASHBOARD SéRVICE

Graphical user interfage

Creates stacks:

P

| | | = il0
7. Calling the network service API to = — qLIU
determine available NEtWOrkS ... fommm g T
IDENTITY OPENSTACK BLOCK COMPUTE " IMAGE = OBJECT........@-= TELEMETRY
SERVICE " NETWORKING STORAGE SERVICE - SERVICE
SERVICE SERVICE _......oommsensmsermsssessss™” SERYVICE R Tot
————— b
J J 1 J
Persistent storage
as objects

11. Calling the network service API to
allocate network resources to the instance
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Stores images Stores images |

Network connectivity

Stores objects for VMs I

Collects usage statistics

= Horizon. Dashboard

= Keystone. Identity Service
= Neutron. Networking

= Cinder. Block Storage

= Nova. Compute

= Glance. Image Service

= Swift. Object Storage

4. Contacting the image service to
list and retrieve a base image

10. Spinning up the instance in the
hypervisor via the compute service
API call

9. Calling the block storage service
API to allocate volume to the instance



OpenStack Key Services
Dashboard Service

Provides a web based user interface to Provides users a self-service portal to manage
OpenStack services including Nova, Swift, their own resources
Keystone, etc.

Key Capabilities
= Thin wrapper over APIs, no local state

= Openstack-dashboard. Django Web
application that provides access to the ., Q0 Q0
dashboard from any Web browser. @ @

= HTTPservice. Apache HTTP server (httpd
service)

= Ships with three central dashboards, a “User
Dashboard”, a “System Dashboard”, and a l
“Settings”

= Qut-of-the-box support for all core OpenStack —
projects Sexsion Backend enboard

(ex. memcached)

authentication

> Identity Service

= Nova, Glace, Switch, Neutron

services API calls

* Anyone can add a new component as a “first- : '
class citizen”. Image Service Compute Service Other Services

= Follow design and style guide.
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OpenStack Key Services
Identity Management Service

The Identity service generates
authentication tokens that enable clients to
access OpenStack services REST APIs.

Key Capabilities

= By default, the Identity service uses a MariaDB

back end for token, catalog, policy, and identity ) ) The token is often passed within
information Clients obtain a token and the URL the structure of a larger context
) endpoints for other service APIs by of an Identity service response

= |dentity service provides auth credential validation supplying their credentials

and data about Users, Tenants and Roles o)

O
= Tenant, or project, management. Tenants can be l ’@ @
the user group, project, or organization. e

= Role management. Roles determine the user
permissions.

Apache httpd

v

= Token service validates and manages tokens used

A
to authenticate requests after initial credential * ‘ > 0 SRS

verificaon L l  cporstace
= Catalog service provides an endpoint registry used Two supported | .o -
for endpoint discovery. token types: | —)¢
fernet and JWT* [ Al Services
= Policy service provides a rule-based authorization L

soL Dql‘abase

engine and the associated rule management

interface.
OPENSTACK IDENTITY SERVICE
= REST-based APIs

A token can have a variable life span; however the
default value for expiry is one hour

ULTRA-SCALE AIOPS LAB (*) https://jwt.io , https://cryptography.io/en/2.8/fernet/



OpenStack Key Services
Compute Service

Key Capabilities It requires the following additional services:
= Manage virtualized server resources Nova provides a way to provision : é?;’:é‘;’}i:‘;;ﬂiﬂiﬁyﬁg‘; ea:trr;(:)r(])t:titrl;n
= CPU/Memory/Disk/Network Interfaces compute instances (i.e., virtual

» Neutron for virtual or physical networks

machines or servers) e ;
................ * Placement for tracking resources

= API with rate limiting and authentication
= Distributed and asynchronous architecture
= Massively scalable and highly available

o O
system m _—:@ B
= Live guest migration Users
= Move running guests between physical !
hosts v
H . Image Dashboard Identity
= Live VM management (instance) service Service Sevice
= Run, reboot, suspend, resize, terminate i) T
instances el I SR
= Security Groups -,
= Role Based Access Control (RBAC) Wizt Driver R ncsen
= Ensure security by user, role and project N EreT—
= Projects & Quotas ¢ el
= VNC Proxy through web browser P 4 | openstacknova k_.
st
KVM Hypervisor Database
COMPUTE NODE CLOUD CONTROLLER NODE

OPENSTACK COMPUTE SERVICE

https://access.redhat.com/documentation/en/red-hat-openstack-platform/8/paged/architecture-guide/chapter-1-components

ULTRA-SCALE AIOPS LAB Egan Ford, OpenStack Technology Review & Demo, IBM



OpenStack Key Services
Compute Service: Nova-API

Key Capabilities End users and components communicate with nova-api interface
to create instances via the OpenStack API or EC2 API.
= APIs supported A

= OpenStack Compute APl (REST-based)
= Similar to RackSpace APIs
= EC2 API (subset)

= Can be excluded — Q. Q
. s —»
= Admin API (nova-manage) . @ @
Users
= Robust extensions mechanism to add new I
Capabllltles Image 1 Dashboard Identity
Service %) Service Service
[ —t ]
openstack-nova- > Networking & B> openstack- 4
compute +— Block Storage « > nova-api ]
libvirtd Driver °”::r5t‘i;’ii:"?:r“’a'
e <
openstack-nova-
i scheduler €7
tack- p ™ - <
e e | oo ol
-
' openstacknova- =
v v
KVM Hypervisor Database
COMPUTE NODE CLOUD CONTROLLER NODE

OPENSTACK COMPUTE SERVICE
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OpenStack Key Services

Compute Service: RabbitMQ and Database

Key Capabilities

Responsible for providing communications hub

and managing data persistence
RabbitMQ is default queue, MySQL DB
*= Documented HA methods

=  ZeroMQ implementation available to
decentralize queue

Single “cell” (1 Queue, 1 Database) typically
scales from 500 — 1000 physical machines

= Cells can be rolled up to support larger
deployments

Communications route through queue

= API requests are validated and placed on
queue

= Workers listen to queues based on role or role

+ hostname

= Responses are dispatched back through queue

ULTRA-SCALE AIOPS LAB

Advantages: buffer requests, decoupling,
unicast and group-based communication

Message Queue provides a central hub to
pass messages between different
services in an asynchronous way

Stores build-time and run-time states,
including available instance types, instances
in use, available networks...

o O

T 9
T

libvirtd Driver

KVM Hypervisor

COMPUTE NODE

v

openstack-nova-
novncproxy

l:_:naqe Dashboard Identity
Service Service Service
openstack-nova- % Netiworking & v g ‘v—T
compute Blofk Storage < > oﬁ:c:f:;, “

openstack-nova-
certification

openstack-nova- ¢ |

scheduler

openstack-nova- ¢ ~—
conductor

openstack-nova-

consoleauth Compute

Database

CLOUD CONTROLLER NODE

OPENSTACK COMPUTE SERVICE



OpenStack Key Services
Compute Service: Scheduler

Key Capabilities

Determines which physical hardware to allocate to
a virtual resource

Default scheduler uses a series of filters to reduce
set of applicable hosts and uses costing functions
to provide Weight

= Not a focus point for OpenStack
= Default implementation finds first fit

Shorter the workload lifespan, less critical the
placement decision

If default does not work, often deployers have
specific requirements and develop custom

ULTRA-SCALE AIOPS LAB 15

nova-scheduler takes a VM instance's
request from the queue and determines
which compute host it should run on

nova-conductor prevents direct database
access from the compute nodes to enhance
database security

Image

Service

openstack-nova- ~®——————»  Networking &
compute Block Storage

libvirtd Driver

Dashboard Identity
Service Seryice

T
v

openstack-

®  nova-api

openstack-nova-
eertification

{

openstack-nova-
novncproxy

KVM Hypervisor

COMPUTE NODE

openstack-nova- ¢ f§ &
scheduler ¥

<«

CLOUD CONTROLLER NODE

openstack-nova- |

conductor

openstack-nova-
consoleauth

Compute
Database

OPENSTACK COMPUTE SERVICE



OpenStack Key Services
Compute Service: Node

Key Capabilities

Responsible for managing all interactions with
individual endpoints providing compute resource,
e.g.

= Attach iSCSI volume to physical host, map to
guest as additional HDD

Implementations direct to native hypervisor APIs

= Avoids abstraction layers that bring least
common denomination support

= Enables easier exploitation of hypervisor
differentiators

Service instance runs on every physical compute
node, helps to minimize failure domain

Support for security groups that define firewall
rules

Support for

= KVM, LXC, VMware ESX/ESXi (4.1 update 1),
Xen (XenServer 5.5, Xen Cloud Platform),
Hyper V

ULTRA-SCALE AIOPS LAB

The majority of nova deployments use libvirt/kvm,
but other compute drivers can be used

nova-compute is a daemon that creates
and terminates VM instances via the
hypervisor’s APls

g rOs

Users
> Image Dashboard Identity
Service Service Service
openstack-nova- &> Networking & > openstacke 4]
compute Block Storage < > nova-api

openstack-nova-
certification

L » i
openstack-nova-
t scheduler ¥
B SR - opsnstack-nova: <« openstack-nova- S

novncproxy conductor €7 -

libvirtd Driver

s openstack-nova- ‘
: consoleauth Compute
KVM Hypervisor Database

COMPUTE NODE CLOUD CONTROLLER NODE

OPENSTACK COMPUTE SERVICE




OpenStack Key Services
Network Service

Key Capabilities Network as a Service (NaaS) capability Users can create their own networks
between interface devices that are managed and attach server interfaces to them

= Responsible for managing networks, ports, and by nova

attachments on infrastructure for virtual resources Open vSwitch (OVS) agent implements

L2 (e.g., MAC) connectivity by plugging

= Create/delete tenant-specific L2 networks ports onto OVS bridges

= L3 support (Floating IPs, DHCP, routing) l
= NAT including services such as FWaa$S and " . S sz switcns”  Router

LBaaS [? ?

= Attach / detach host to network Jli;::mm JL JL s
* Support for —

OpenvSwitchi | i openvswitch2 | | Neutron Router

= Open vSwitch

Virtual Machine 1 | ! Virtual Machine2 | | Provider Network

= OpenFlow (NEC & Floodlight controllers)
= Cisco Nexus

= Niciria

COMPUTE NODE 1 COMPUTE NDDE.’Z. NETWORK NODE 1

OPENSTACK NETWORKING SERVICE

L3 (e.g., IP) agents run only on network nodes
and provide routing and NAT services

ULTRA-SCALE AIOPS LAB 17



OpenStack Key Services
Block Storage Service

Accepts API requests, and routes them to

the cinder-volume for action Responds to read and write requests
sent to the Block Storage service to
maintain state

Key Capabilities

= Responsible for managing lifecycle of volumes

and exposing for attachment _
Selects the storage provider node on

= Structure is a copy of Compute (Nova), sharing which to create the volume . .

h teristics and structure in AP server . . Provides backing up volumes
same characterist ucture 1 ver, % to a backup storage provider
scheduler, etc.

» Enables additional attached persistent block L
storage to virtual machines . @ .
Users
=  Support for booting virtual machines from nova-
volume backed storage X
= Allows multiple volumes to be attached per virtual % l—» openstackcinder-api]
ma‘ChIne Database
= Backs up a Block Storage volume to an external % [ Messageiroker ] openstckccneruaciup |4 NEECIEERR
storage repository. IT
= Supports openstaci cinder-
= NFS, Ceph distributed file system, etc. g
» openstack-cinder-volume Je— Volume Back Ends

OPENSTACK BLOCK STORAGE SERVICE

ULTRA-SCALE AIOPS LAB



OpenStack Key Services
Image Storage Service

. openstack image list
Key Capabilities Users can add new images or take a

snapshot of an existing server for storage o
= REST-based APIs P g g

= Query for information on public and private disk
images
Stores, processes, and retrieves metadata about
. . images. Metadata includes items such as size
o . . Accepts API calls for image discovery, and type
= Disk images can be stored in and delivered from a retrieval, and storage P
variety of stores (e.g. SONFS, Swift)

= Register new disk images

= Supported formats Q% @
= aki/ami/ari (Amazon kernel, ramdisk, or l vsers
machine image)
» iso (archive format for optical discs, such as +
CDS) Identity Service 4P openstack-glance-api .—'D Compute Service
= gcow2 (Qemu/KVM, supports Copy on Write) Il T ]
= raw (unstructured format) —
ﬁ openstack-glance-registry Object Service
= vhd (Hyper-V, common for virtual machine =
. Image
monitors from vendors such as VMware, Xen, patabase
Microsoft, and VirtualBox)

OPENSTACK IMAGE STORAGE SERVICE
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OpenStack Operation
Server Creation Workflow

Nova client-> Keystone: Get token (1)
Keystone-> Token Store: Save token (2)
Token Store--> Keystone: (3)
Keystone-->-Nova client: Auth token (4)

e | e

v [ | [vomomar | [rmmsmacer | (e | [ | [mserinr s | [ | [ sz | [ | [ |
: :

Nova client-> Nova-api: launch instance (5)
Nova-api-> Keystone: Auth token (6)
Keystone->Nova-api: Authentication (7)

I . en i)

Nova-api->MQ: req. instance

|
uheication (73

req instance

Nova-scheduler->MQ: Subscribe inst. req.
Nova-scheduler->MQ: to launch instance

Suberberst rea

a eh e

Nova-compute->MQ: New instance request
Nova-compute->MQ: Nova-conductor to fetch instance info
Nova-conductor->MQ: Subscribe new instance request

T
Nova conducer o teh mstance o
|
Sub
T

Nova-compute->MQ: Subscribe new instance request

Nova-compute-> Glance-api: get Image URI
Glance-api->-Nova-compute: Return image URL

gt image URI

alocate networ

Nova-compute->Neutron-server: allocate network
Neutron-server->MQ: Request IP and L2 config
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1
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cesir |

atocate P

Neutron-DHCP-agent->MQ: read IP
Neutron-DHCP-agent->dnsmasq: allocate IP
dnsmasq->Neutron-DHCP-agent: reply
Neutron-DHCP-agent->MQ: reply IP

wepiy

s

i i
! |
Neutron-server->MQ:read IP ! !
Neutron-L2-agent->MQ: Request L2 config
Neutron-L2-agent->libvirt: config L2

Neutron-L2-agent->MQ: reply L2 config

Neutron-server->-Nova-compute: net info

i

| | remale |
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|
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|
I
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vaidate oken

Nova-compute->Cinder-api: get volume data

Cinder-api->Keystone: validate token

Keystone-->-Cinder-api: updated auth headers with roles and acl
Cinder-api->Nova-compute: return volume info

gt itanco nfo hovs-condurtor
T

Nova-compute->libvirt: Start WM
Nova-compute->libvirt: Port update
Nova-compute->MQ: get instance info nova-conductor
Nova-conductor->MQ: subcribe new instance request
Nova-conductor->MQ: publish new instance state

Nova-compute->libvirt: pass volume info i wid into X-headors

VM->neutron_metadata_proxy: 169.254.169.254
neutron_metadata_proxy->nova-api-metadata: add uuid into X-headers
nova-api-metadata->neutron_metadata_proxy:
neutron_metadata_proxy->-VM-instance: return metadata

ol nstareo st

Retum rsanee sate

1
|
T
1
L
|
|
|
|
|
1
1
|
|
|
| pszsvoume are
i
1
|
|
|
|
1
1
1
1
1
|
|
1
I

Nova client->Nova-api: Poll instance state
Nova-api-> Nova client: Return instance state
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OpenStack
DevStack Deployment

Createa VM at LRZ TU Municfe Install Openstack e

16 GB, image: Ubuntu_20G, 1 vCPU, (optional: access to the Internet) Follow the instructions at https://docs.openstack.org/devstack/latest/

* Generate ssh key pairs: Irz and Irz.pub Add Stack User

* Copy the public key Irz.pub in the field SSH_PUBLIC_KEY * $sudo useradd -s /bin/bash -d /opt/stack -m stack

* Take a note of the public IP *  $echo "stack ALL=(ALL) NOPASSWD: ALL" | sudo tee /etc/sudoers.d/stack
Access the LRZ VM *  $sudo su - stack

» ssh-keygen -R 141.40.254.130 (in case you rebuild your VM) Download DevStack(

e ssh-ilrz-vroot@141.40.254.130 » $ git clone https://git.openstack.org/openstack-dev/devstack

*  $cd devstack

Create a local.conf

Start the install

e ./stack.sh

Tlopenstack. @ Wait 15 - 20 minutes

Inspecting the services installed

» sudo systemctl status "devstack@*"
Inspecting the code of the services

e Is —al /opt/stack/

DevStack Inspecting the dashboard (Horizon)

* http://141.40.254.130/

* User Name: admin

» Password: admin (specified in the file local.conf)

€« C' | @ Secure | https://docs.openstack.org/devstack/latest %« 0 o]

it Apps [ HiCOesktop [ HiCloudtinux @ Schedule 2 Meeting - mt) translateText [IF] eTrans [§ Butterfly2Proj [ TUBProjMng [IF TCMP TUBeriin

DevStack is a series of extensible scripts used to quickly bring up a complete OpenStack
environment based on the latest versions of everything from git master. It is used interactively as a
development environment and as the basis for much of the OpenStack project's functional testing

The source is available at https://git.openstack org/cgit/openstack-dev/devstack

A Wamning

DevStack will make substantial changes to your system during installation. Only run DevStack
on servers or virtual machines that are dedicated to this purpose

Quick Start

ULTRA-SCALE AIOPS LAB 21 https://docs.openstack.org/install-guide/get-started-logical-architecture.html


https://git.openstack.org/openstack-dev/devstack

OpenStack
RDO Deployment

RED HAT OPENSTACK DASHBOARD  Froject  Admin

Compute « Network Objeat Store

Overview Instances Volumes Images

Access & Security

https://www.rdoproject.org/install/quickstart/

If you are using non-English locale make sure
your /etc/environment is populated:

= LANG=en_US.utf-8

= LC_ALL=en_US.utf-8

On RHEL:

$ sudo yum install -y
https://www.rdoproject.org/repos/rdo-release.rpm
$ sudo yum update -y

$ sudo yum install -y openstack-packstack

$ sudo packstack --allinone

On CentOS:

$ sudo yum install -y centos-release-openstack-pike
$ sudo yum update -y

$ sudo yum install -y openstack-packstack

$ sudo packstack --allinone

ULTRA-SCALE AIOPS LAB

Overview

Limit Summary

y '

4

openstack

Instances VCPUs FloatingIPs Security Groups
Used10f 10 Used1of 20 Used 512.0MB of 50.068 Used 0 of 50 Used1of 10
Volumes Volume Storage
Used10f 10 Used 1.0GB of 1000.0GB
Usage Summary
Select a period of time to query its usage:
From: 20140601 To:| 20140811 The date should be in YYY¥-mra-ad format.
Overview
mmmmmmm
load CSV Summary
r i [
o - - f i
o




OpenStack
Hands-on Exercises

= The following document contains the exercises for this lecture
» Setup the Infrastructure CpenStack Operations
* Install Openstack
* Prepare the CLI

. Launch Instances Intelligent Cloud Operations
+ Attaching a Volume OpenStack Cloud Operating System
+ Create a Network

Large-scale AlOps Lab / SRE Dept.
Ireland and Munich Research Centers
Prof, Jorge Cardoso
jorge.cardoso@huawei.com

22.11.2020

1 Table of Contents

2 Setup the Infrastructure
21 Using VirtualBox
22 Technical University of Munich (TUM)
3 Install Openstack
4 Preparethe CU
5 Launch Instances
6  Attachinga Volume
7 Create a Network
8

Distributed Tracing
81  Redis
82 Joeger
83  Generate troces
&4 Display traces
9 lupyter

10 Further Reading

EScwow m w u s ow onm

5 8
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OpenStack
Resources

= Website: http://openstack.org

= Q&A: https://ask.openstack.org/en/questions/

= Wiki: http://wiki.openstack.org/

= Documentation: http://docs.openstack.org/
= Code Review: https://review.openstack.org/
= Mailing Lists: http://wiki.openstack.org/MailingLists
= Projects: https://launchpad.net/opensta k

= Blogs: http://planet.openstack.org

= Real-time chat room: #openstack and : openstack-dev on

irc:/[freenode.net (443 users currently lo ged in)

Projects

Code Review

* OpenStack Compute (nova)

DN cote b Bt T Anmses

TRy —

Nova s a cloud computing Fabric controller (the main part of an 12a$ system). It is written in Python.
Get the code:https:git apenstack.oag/cgifopenstackinova

Code reviews - htpsjreviewepenstadk arg

Documentation - itps fdocs.openstack orginovay
RC - Ropenstack on fragnode net
Ralaase Notes: hitp:jdocs apensiack org/releasenciesina)

@Homepige @ Wik
Project information Series and milestones view oy
Fartof: Maintainer: W wallaby
O Opentiack Mo Dt | wllaty-1  wallaby-2  wallaby- wallaby-1C1
oriver: I‘ i
8 Nova Drivers [ ko1 2 vioone3 viasherc
Licence: |
apache Licence, Sempified 85D Licenze [ wame st
|
3 ADE metadats AR
[T ramt waed tme
| atrin
wallby seres s the curren fousof development
© Viewiestones @ View souree package recipes
Code et Latest bugs reported allbugs
i = of smeral storage
a oythen Reportedon 20201118

3 Bug #1904685: To deal instance with softdeleting in_nit_instance

Get Involved
Reparta bug

Help translate
Register a bluspriat

Downloads

Loain, Aegister

Openstack Compute (nava) does not have 3y
download fles registered with Launchpad

Gerrit  cuanges  pocumentATIoN

Subject
Update networks version in PYZ

Add maxscale Image

Support deplaying Kubernetes chuster with MgmiDriver
Use cell targeted context to query BOMs for metadata

[SVF] Fix clone femap not being deleted in cleanup

Support emor handling operstion based on ETS1 NFY-SOL specificat . -

Fix gates test

Fi b 43

Update rurvbulldset-registry for readability

update openstacksdk 10 0.52.0

cyborg: update filelist

update ose-lib 1o 2.3.0

update ciff 103 5.0

Add setting to override max memeached connectians
Retire congressclient and ginlingclient

Make Mice Power-Off FSM verify power-off

[ussui] Migrate to content provider jobs/template
Handle DLRN hash in consumer upgrade jobs
WIP/DNM Test FFU without pes/pacemaker

[OVN] Use OVN from packages

Support using LABEL as idetifer for raotfs

Support using LABEL as identifer for raotfs

Call script to reconfigure multinode connectivity in OVN jobs

Tenant

Implement secure RBAC for worker API

Status Gwner

Q status:open -iswip

Assignee Repo

Hongtao Qi openstack/vitrage

Michal Arbet openstack/kalla

Yoshita Ito openstacktacker-specs
Balazs Gibizer epenstack/neva

Girish Chilukuri openstack/cinder

Hirofumi Noguchi ‘openstack/tacker-specs
Paul Belanger zul/zuukjobs

zhangye ‘openstack/rp-packaging
Dirk Musller openstack/rpnrpackaging
zhangye ‘openstack/rpm packaging
zhangye openstack/rpnrpackaging
David Hil ‘openstack/triple heat templates
Javier Pefia openstack/rpm-packaging
Eric MacDonald starlinge/metal

amalkahat openstacktripleo-common
yatin ‘openstack/tripleo-quickstart

Fedor Tarasenko
Fedor Tarasenko
Slawek Kaplonski
quilaumec

Lance Bragstad

openstack/ironic-aythanr-agent
‘openstack/iranic python-agent
opanstack/neutron

2uul/zuul

‘openstack/cinder

Branch

stableftrain ( repair_.

master
master ( bp/enf-su
stablejvictoria  bu

master { bug/1890.

master (bp/suppor...

master
master

master

master ( bugiopen_.
stable/victaria
master { bug/ascL
master ( bugicliff)
master { max_conn
master

master ( bug/ 1865
stable/ussuri {new
master

stable/train ( train-s
master { ovn-packa
master ( uuid_as Ja.
master { uuid_as_Ja.

master {bug/1904.

master (tenantrec_.

master ( secure-rba

Updated Size
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Thank you.
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