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Overview
Talk & Conference

AlOps for Cloud Reliability: Research and Development
Abstract.

We started applying machine learning and predictive analytics (aka
AIOps) to anticipate and respond to failures in real-time since 2016.
The objective of our work has been to reduce the human intervention
needed to execute day-to-day operations in HUAWEI CLOUD and
datacenters, and to improve infrastructure reliability and availability.

This presentation provides: 1) an overview of emerging technologies in
the field of automation, monitoring, observability and cloud operations;
2) a timeline of our past work on distributed trace analysis, log analysis,
time series analysis, secure operations, hardware failure prediction,
network verification, and Al-based offloading; 3) a list of future research
topics in our pipeline; and 4) a brief description of our work on the use
of LSTM, BERT, Attention Networks to solve cloud reliability problems.

This talk also discusses concrete problems we have addressed with a
sketch of the solutions developed.
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Al for Cloud Operations
Trends and Hypes

Hype Cycle for Emerging Technologies, 2022
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Observability-driven development (ODD) is an engineering practice that
provides visibility and context into system state and behavior by designing
systems to be observable. It relies on instrumenting code to expose
system’s internal state, to make it easier to detect, diagnose and resolve
system anomalies

OpenTelemetry is a collection of specifications, tools, APIs and SDKs to
support open-source instrumentation and observability for software.

Hype Cycle for 1&0 Automation, 2022
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Observability is the characteristic of software that enables them to be
understood from their behavior. Tools enable to explore high-cardinality
telemetry to explain faulty behavior

AlOps platforms analyze monitoring data, events and operational
information to automate IT operations. Five characteristics: cross-domain
data; topology; correlation between events; pattern recognition to detect
incidents and root cause; and remediation.

Among the emerging technologies, O&M-related technologies emerge in large numbers,

focusing on observability and Al-driven analysis
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Hype Cycle for Monitoring, Observability and Cloud Operations, 2022
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Extended Berkeley Packet Filter (eBPF) is an enhancement to the Linux
kernel that allows specific instruction sets to run inside the kernel.

Al-enabled log-monitoring applies ML/AI to traditional log-monitoring to
reduce operator’s cognitive load via context and correlation of large
volumes of log data from multiple data sources

Intent-based networking helps design, provision and operate a network
based on business policies. Four characteristics: (1) translating higher-
level policies to configurations; (2) automating network activities; (3)
awareness of network state/health; and (4) continuous assurance and
dynamic optimization
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Technical Planning

Cloud Observability and Intelligence

Cloud Monitor Tracker

Cloud Log Analysis

Anomaly detection (traces,
call chains)

Auto-Encoding Variational
Bayes (AVB)
Sequence/pairwise alignment
Needleman-Wunsch algorithm
[CCGRID 2019, Cloud 2019]

Removal
Deep Learning

Cloud Analytics

Cloud Anomaly Detector

Anomaly detection (metrics)

Failure prediction

* AutoML, outlier detection

« Symbolic Aggregate approXimation (SAX)
« Uni/multi time-series analysis

+ [AIOPS 2020a, AIOPS 2020b]

2016

QuLog: Data-Driven Approach for Log Instruction Quality Assessment. ICPC 2022

Self-Supervised Log Parsing, ECML PKDD 2020

Anomaly Detection and Classification using Distributed Tracing and Deep Learning. CCGRID 2019
Anomaly Detection from System Tracing Data using Multimodal Deep, IEEE Cloud 2019

Root-cause analysis (logs)
Template Mining, Temporal
Correlation, Statistical Noise

Attention:networks
[ECML 2020, ICPC 2022]

C

Continuous Verification

Hardware Failure
Prediction 0/4
[ Da—s s

- 2024/6
e . Clouamonrorcenter

o q CloudMonitorTracker
Intelligent Incident

Management Flow Analysis
RAM, HDD, Optical

LLM, Trouble ticket « Traces, Call Chains
PhD: Find Use Cases + Flow modeling

Command Sequence * ML, Random Forests

Analysis * XGBost, Grid Search

« [Patent 2026] « Decision trees
« Pattern-matching « [CCGrid 2023, DSN 2023]

Deep Learning, BERT, Attention 2024/5
2023/4 Clouamionitorcenter
Clouanetvionitor

networks
[Patent 20220, 2023] Intelligent Root-cause Analysis
Network Verification BGP Verification « Alarms, metrics, causality
Formal methods « eBPF, Topology, packet/call
+ Solver SMT, A* chains
Patent 2025b

Secure Operations

Production

CloudChangeMng

Continuous Verification

» Template mining

* MELT analysis

+ Chi-Square, Kullback-
Liebler Divergance

Production

2023/4

Networksran

2025/6

CloudMonitorCenter

CloudNetMonitor

Network Chaos Engineering
« Gray failure models

« Synthetic/fuzz traffic

« High cardinality metric

VPC/P4 Verification
Formal methods: SAT/BDD
[Patent 2022a/b]

Kubernetes Network
Verification

« eBFP, Kubernetes
« ML, Multi time-series

Data Quality & Data Value
Statistical data structures
« Profiling, ML/AI

Al-based correlation analysis
Offloading 4a]

Cioud

Efficient Application
Logging Structured Logging
« Template Mining

Local, decentralized
analysis

CloudMap

Efficient Al Training
Distance/density-based
novelty evaluation
Data pruning

Model generalization

2024
NetworkBi

End2End Network Verification

« eBFP, Kafka, Redis, HTTPS, ...
* ML, cross-service correlation

+ [Patent 2025c]

loud Auto Change (CAC)

Template Mining

Pearson's Correlation
Machine Learning, Clustering
[ICDM 2020]

Multi-criteria decision-making (MCDI
Adaptive Multi-Object Tracking (MOT)
Efficient Person Detection (with YOLOX)

+ Dynamic service topology
+ Causality, Process mining
~ Nov 2020 Huawei-TUB Innovation Lab (AlOps, Al for Networks, Intelligent CDN, Data Analytics)

2020-202 2023 2024-2025

2026

202

Online Memory Leak Detection in the Cloud-based Infrastructures, AIOPS 2020
An Optical Transceiver Reliability Study based on SFP Monitoring and OS-level Metric Data, CCGrid 2023
HIMFP: Hierarchical Intelligent Memory Failure Prediction for Cloud Service Reliability, DSN 2023

Sel-Attentive Classification-Based Anomaly Detection in Unstructured Logs (ICDM 2020)
IAD: Indirect Anomalous VMMs Detection in the Cloud-based Environment (AIOPS 2020)
Cost-Aware Reachability Policy Management in Public Cloud (NSDI, 2024)

Documentation-driven Auditing for Command Risk Assessment Systems (Patent 2023)
Al-Based Secure IT Operations Driven by Expert Community Knowledge (Patent 2022b)
A system for managing reachability policies in VPC networks (Patent 2022a)



Al for Cloud Reliability
LSTM, Attention, BERT

ATTENTION gtz LOG QUALITY ANALYSIS EERT] 2022/3
NETWORKS

Qe (2_022> ) SECUR ERATIONS
Uses Attention Networks to build a language

model from GitHub top rated open source OPERATORS’ COMMANDS (2023
DETECTIO| projects. The model is used to evaluate the ¢ J

quality of log statements

LOG ANOMALY

Uses LLM to build a sequence model to
analyze commands, parameters and flags

LogSy
(2020)

Uses Attention
Networks to
build a model
which
recognized

il
TRACE ANOMALY DETECTION :L‘;r:;enoegr;a;zd

LST™M

/9

when a system — .....;..m sl ]/ QuLog: Daia-Diiven Approach for Log nstruction Queality Assessment.

: L 1 Bogatinovski, .; Nedelkoski, S.; Acker, A.; Cardoso, J. and Kao, O. I
DISTRIBUTED TRACES/METRIC is faulty S0 IEEEIACH intemational Conlerence n Program Comprehénsion. racvawE o o o
(2019) Unsteured aiz2 owor 0 am  am

p——— = B e Logs. Nedelkoski, S.; Bogatinovski, J.; Acker, A.; Cardoso, J. and Kao, FARARL &l erry e

Uses LSTM O In 20 EEE Fematonal Confrenceon aia Hinng (CON. e e A -
Networks to
build a
sequence SECURE OPERATIONS
model for the LOG TEMPLATE MINI
distributed

traces and their
response time.

TRACE ANOMALY DETECTION

Uses Attention Networks to build a language ~ DISTRIBUTED TARCES (2020) pecs LM and Expectationshaximization

Themodellis i ’ (EM) to assign risk labels to command
used to detect mo<j|§| ft(om E:j: Iogsdg?perateg tf“’Fd” a?f Uses Attention Networks to build a based on their complexity and operators
anomalous ahpp |ca_|t;)r|\. ?Imo _e [ EE= U a7 sequence model for the distributed traces expertise
traces (2 VT 5l S M SEEIEE generated by OpenStack. The model is I
Anomaly Detection and Classifcation using Distiuted Tracing and Deep —— - — |  usedto detect anomalous traces rewiagcs Sy
Learning. Nedelkoski, S.; Cardoso, J. and Kao, O. In 19th IEEE/ACM R — e — Sis-al
Interational Symposium on Cluster, Cloud and Grid Computing P $ ex14 /dewisdal
(CCGRID) 2016 ] ———— S~ el
H Fae0 Foramn neteon it $ps -ef
i —— S dd if=Idevrandom of-/devisd

§ cat fetcihosts

— $ grep openstacklog bt
sis |

st

Self-Supenised Log Parsing. Nedelkoski, S.; Bogatinovski, J.; Acker, A;
Cardoso, ). and Kao, O. ECML-PKDD, 2020,

Self-Supenvised Anomaly Detection from Distributed Traces.
Bogatinovski, J.; Nedelkoski, S.; Cardoso, J. and Kao, O. In [EEEIACM
13th International Conference on Utiity and Cloud Computing (UCC),

BERT,

RNN, RNN with Self-attention, RoBERTa GPT-3
LST™M attention Transformers EGLPTS GPT-2 DeBERTa ChatGPT PanGu-%
<2014 2014 2017 2018 2019 2020 2022 2023

ULTRA-SCALE AIOPS LAB

System Comprehension

Generate human-like descriptions from technical
architectures diagrams

« Answer questions with respect to a system behavior
based on a given problem/context, knowledge base,
documentation.

Scan kubernetes clusters, diagnosing and triaging
issues in English (e.g., k8sgpt.ai)

Chaos Engineering (Testing)

« Automatically generate call chains for end-to-end
testing to improve cloud reliability (cf. tracetest.io)

Intent-based Networking (Change Mng)

+ Translate natural language description of intents to
domain specific language to configure data center
networks (cf. Warp for Shell, autoregex.xyz, Cogram
for SQL)

Standard Operation Procedures (SOP)
Dynamically improve SOP procedures by building a
sequence model with BERT to
generalize/summarize operators’ actions

Based on objectives, suggest workflow steps (e.g.,
adept.ai)

Customer support & Trouble Tickets

* Understand the meaning of text for sentiment
analysis, named entity recognition, and text
classification (e.g., Viable, Enterpret, Cohere, and
Anecdote).

+ Automatically create tags/captions for trouble tickets,
e.g., severity, importance, location, system.

Incident Response

* Summarizes the state of systems in response to
questions during critical incidents (e.g.,
wildmoose.ai)

2025

-

Development

Operations

2027
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Overview of AlIOps Research
1990-2020

Table 3: Selection of result papers grouped by data sources, targets and

Results (sub)categories.

= Majority of research (670 papers, 62.1%) are associated with rior.|__Data Sources Targets [y | [por ] Data Sources Targets [iop.
failure management (FM) L1l T2l Tg L1l T2l T8
. . . . o) 19
+ Online failure prediction (26.4%) JEIEIEE (8] |El. JEIEIEE (S| |8l
ilure detection (33,79 $EE01E 2lal2 125 | |8 SEE01E (2lal25]| |5
Failure detection (33.7%) Uiﬁwaﬁsﬁo‘ﬁ 8l Oiiﬁfﬁgﬁgogg—'é
. i 0, e} o ey = gl
RootcauseanalyS|s(_26.7/o) §§3E§§%§§§§3§% 55532—23552‘2555
M-S = 7] [ g
* Most common problems in FM , o S B RIS (3|4 218 |5 |@ |48 < 2|8
+ Software defect prediction, system failure prediction, 27 = . 11| [[15) . . 31
anomaly detection, fault localization and root cause AL RN B [[lﬁ(}J DB OEEOEE
diagnosis 1 oe S [ +[13] 8 < Te 31
= Failure detection has gained particular traction in recent = . IO it L. 2l 32
years (71 publications for the 2018-2019 period) 1 . el 21] [ [s]= o[- 11
: : . P 12 . . . 2.1 [33] . . of o] 41
* Root cause ane_lly3|s (39) and _onlme failure predlctpn (34) o - oEEsslED r T
= Failure prevention and remediation are the areas with least ERED o[ [ [e[22] [T]= . . 12
h 11 e . 2.2 4] |= oo . 4.2
researc 17 e . o 2.2 [19] .o . 4.2
35 . . . | 2.2 [9] . . o 4.2
24] . . o 22 [36] | [e . . 4.3
14| mmm Resource Provisioning ’:T bl bl A ;; [[21],} bl hd hd i:
¥ " g 5] L] . - . . o 4.
120 | T Fa!lure Detelctl.on 1 EIRr - R 7] T i3
B Failure Prediction . 2 1 o . 31 50 . . 51
1wo| mmm Root Cause Analysis 3 10 .| e . el 3.1 48 . . e| 5.2
4| ™ Prevention 21 sle . 31 25 N . e[ 5.2
mmm Remediation 22 e o [o 3.1 38 o|e . e 5.3
6 (Sub)Category Legend
o 1.1]Software Defect Prediction [[2.2[System Failure Prediction 4.2|Root Cause Diagnosis
1.2|Fault Injection 3.1|Anomaly Detection 4.3|RCA - Others
20 1.3|Software Rejuvenation 3.2|Internet Traffic Classification||5.1|Incident Triage
1.4|Checkpointing 3.3|Log Enhancement 5.2[Solution Recommendation
o o . 000 2005 2010 015 3050 2.1|Hardware Failure Prediction||4.1|Fault Localization 5.3|Recovery

. . . : s . o . . e i A Systematic Mapping Study in AlOps. Notaro, P.; Cardoso, J. and Gerndt, M. In AIOPS
Fig. 4: Published Al b d cat f the d bed t .
ig ublished papers in AIOps by year and categories from the described taxonomy. 2020 International Workshop on Atrtificial Intelligence for IT Operations, Springer, 2020.
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Hardware Failure Prediction
Memory Failure Prediction

PAIN POINT

Several incidents of in cloud computing
infrastructures are caused by hardware
failures

5 Root cause | #Sv | Cnt | % | Cnt '09-715
L UNKNOWN [ 29 355 | | M.M.M.HMMK
5 UPGRADE | 18 |54 |16 [7amsmar ]
i S, NETWORK 21 32 15 [ 4.4.6.8.M.8.5
Fig. Hardware 3 I Bues 18 |51 i [wassses
failures (e.g., hard i coe To 3 [0 sereene]
. 55 Loan 13 3 9 2.5.5.5.4.8.2
drives, memory, 56 | Cross 1 {2 |8 [-2amssa
optical connectors) 57 | PowER i [21 |6
s. SECURITY 9 17 5
are the root cause of J T L
1l 5. STORAGE 4 13 4
many cloud failures —— s
Sz Nattis (& |9 |3
5. HARDWARE | 4 5 1

[1] Why Does the Cloud Stop Computing? Lessons from
Hundreds of Service Outages

Problem
= |n computing infrastructures, memory failure is
the most important cause of system failure

TECHNOLOGIES

DESCRIPTION

MAIN ACHIEVEMENT
Feature Development and System Design
= Expert rules and Bit-level CE features

= Hierarchical framework to adapt multi-level failure recovery
techniques

= QOutperformed baseline algorithm Intel/ByteDance (2022) by 11%
(F1)

HOW IT WORKS

i
N
Ja Hardware e
( 3 ) Repair

Cloud[Service

ance a
VM Q
H Migration }'7[][][]

Cloud Alarm System

P

D ===

HIMFP workflow ™

é‘:' i
Static Features Prediction
=]
Log <ollection Temporalmd mode e

Spatial Featuares

IMPACT

Migrate customers VMs before failures
happen

1.0 e T T
- HiMEP
o & DBF Deployment
g e
] g 0.6 G thrashoir
E S [ predictor
£ 0 g oer
& £ E
z 020
=
0.0 b , I
12345678 9101112

Time

VM interruption rate dropped ~20% after memory failure
prediction algorithm was deployed in production

HiMFP: Hierarchical Intelligent Memory Failure

Combine hierarchical memory features and & [—l T 5 o ot e Prediction for Cloud Service Reliability
ML techniques for failure prediction e Con i Seleton ) e L [ ot 00 Ko
= = prodiction Bests|Colu Faal_ Colrm paring ’
sk Faul| ADDDC
MCE Log Model Training :u\m\'}}_mh e st !
1 Static features (manufacturer, frequency, ...), %’@ iy e Sy e e i kaoan nerlinde
MCE Log (CE, UCE Error), Memory Events Memory Events T \ /
(CE storm, overflow, ...) Online Deployment) ERLIAS ot s and DRAM i
2 Unique deeper level features (bit-level) Desigg of memory failure prediction pipeline. Only the “star” * is running
in production.
3 Combine in-band and out-band data
4 Hierarchical MFP framework ASSUMPTIONS & LIMITATIONS
. . . . . 3
. Combine expert rules and ML model Datg_ quality and timeliness are key elements for a proper failure T
prediction :

HiMFP: Hierarchical Intelligent Memory Failure Prediction for Cloud Service

= Insight. Bit-level features and patterns are
Reliability (DSN'23). Q. Yu, et al.. 2023.

extremely important in predicting memory failure
for Huawei V5 servers

TRL 9: Algorithm operates in production environment and reduces VM

interruptions.
@VQ HUAWEI
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Anomaly Detection
Detecting Faulty Hypervisors

PAIN POINT DESCRIPTION IMPACT
Virtualization . . | APPROACH Predictive Maintenance
failures affect VMs ¢ abnorma . . . : n !
but cannot be Iaarltlal;)raegation Quorum change-point detection Migrate customers’ VMs before hypervisors fail
Dashboard
: = Analyzes individual time-series, and uses change points and Hypervisor Health Montor Sackground
> EmE N ; ; D h ) misar ano
observed directly ) voting to decide whether there is an hypervisor malfunction o m—__ B =
> Tegeat R T ATy A D Ll Gk
: i Is - LIL z .
when the hypervisor has .| . B ol “ ' .. Votatity comrtaton
technical issues Hypervisor ! e
Analyze VM resources to detect P . “ I | n -
laaS Layer HOW IT WORKS correlated anomalies R S VM volatiity
Problem | .- - . | I | || | o o oottty T,
. . ) ; < i g i . ypervisor is healthy
= No effective solution exist to 192 ngts 15 Method 1 (Change POIntS) I I o2 —_— all.l..\ 4 Ia L hypes healthy
detect hypervisors failures B 1. Treat time-series as univariate g Kl huancanun te e corlaion degre deermines 1wl
2. Detect change points ormnel v
TECHNOLOGIES 3. Vote to decide global changes T

IAD: Indirect Anomalous VMMs Detection in

Indirect h to detect h i Method 2 (Isolation Forest) g "M / the Cloud-based Environment
ndirect approach to detect hypervisor 1. Treat time-series as features o K3 hcmncmnin
failures by monitoring VMs 2. Detect significant changes z Anshul Jindal![0900-0002-7773-5342 1114 Shakhat?, Jorge
(‘ill‘lllh\\l""‘ !vlllvlj~l>{\|\]—N'I'I_‘A.Hhh!_ :\“('ll{ll'l (;l'l'll([‘ I:fi\)llil‘mlb_";‘_’Hlf.'ml\}_ illlll
Carelante Changs poins - o— Viadimir Podolskiy!0000-0002-2775-3630)
9 Method 3 (ECP E.Divisive) 2 I I o ) )
. . 4 . © Correlated Chair of Computer Architecture and Parallel Systems,
1. Treat time-series as multivariate e Kl g anomalies Technical University of Munich, Garching, Germany
Fig. Several time- . . . o anshul.jindalCtun.de, gerndt®in.tum.de, v.podolskiyOtum.de
se?ies generated < l 2. Detect multiple change points 5: m 2 Huawei Munich Research Center, Huawei Technologies Munich,Germany
» {ilya.shakhat1, jorge.cardoso}@huawei.com
by several VMs 3 3 University of Coimbra, CISUC, DEI, Coimbra, Portugal
. . c
running in the 8 ’
LS hyperViSOr o Abst; t. S tualization in the fc f virtual hi (VMs)
stract. Server virtualization in the form of virtual machines (VMs
ASSUMPTIONS & LIMITATIONS with the use of a hypervisor or a Virtual Machine Monitor (VMM) is an
VF
: ) . . essential part of cloud computing technology to provide infrastructure-
Time : = Datasets used for evaluation were collected from simulation as-a-service (IaaS). A fault or an anomaly in the VMM can propagate to

i o o environment, synthetic data generator and public sources
= Insight. When an hypervisor is malfunctioning,

resource saturation of VMs suddenly changes,
within a window w

IAD: Indirect Anomalous VMMs Detection in the Cloud-based Environments,
Jindal, A.; Shakhat, I.; Cardoso, J.; Gerndt, M. and Podolskiy, V. International

TRL 5. Basic technological components are integrated with realistic Workshop on AIOPS 2021, Springer, 2021.

supporting elements so it can be evaluated in testbed environment
ULTRA-SCALE AIOPS LAB @'é HUAWEI



Root Cause Analysis
Application Logs

PAIN POINT

Once an anomaly is detected, root cause
analysis (RCA) is fundamental to resolve
problems

Several forms i
of RCA exist ( 7 o
= App logs, 7 N
metrics, traces, \
events, etc. Wyt >
Problem

= Mainly log severity level has been used for AD &
RCA

= High number of false positives

TECHNOLOGIES

Use a novel, fast algorithms for RCA using
log analytics

Log Analysis: Example

"\ N\
s
x
\/
pre=

e
l
Log Analyzer \ A~
I »

= Insight. Recent research shows it is possible to

DESCRIPTION

MAIN ACHIEVEMENT

Performs RCA based on application logs
= Anomaly detection in large volume of semi-structured logs
= Correlation between metric anomalies and alarms and logs

= Log summarization that 100x reduces amount of data a human
has to process

HOW IT WORKS

10000 error messages

1. Template mining. Fast log
template reconstruction using ‘

. . 100 templates
Drain algorithm PR

2. Natural Language TR L e D B e T R
Processing. Language-aware ‘ 50 events
log parsing and keyword |
extraction using NLP -
approaches (WWW-SpaCy-iO) ‘ 5 events correlated

3. Dynamic Grouping. Time- |
series classification using i
Poisson model Grouping using
Pearson correlation coefficient
Distance-aware correlation

ASSUMPTIONS & LIMITATIONS

= On-demand processing requires a certain range of logs to learn
normality

= Results depend on service logs quality

IMPACT

Lower troubleshooting time in 80%

alarms

Self-Attentive Classification-Based Anomaly
Detection in Unstructured Logs

. Odej Kao®

kao] linde
Munich, Germany

Self-Attentive Classification-Based Anomaly Detection in Unstructured Logs.
Nedelkoski, S.; Bogatinovski, J.; Acker, A.; Cardoso, J. and Kao, O. In 20th IEEE
International Conference on Data Mining (ICDM), 17-20 November, 2020, Italy, 2020.

model the underlying structure of application logs

using machine learning [1, 2] TRL 5. Basic technological components are integrated with realistic

supporting elements so it can be evaluated in testbed environment
ULTRA-SCALE AIOPS LAB
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Anomaly Detection
Multi-modal Anomaly Detection

PAIN POINT

Move from single source, single
dimension to multi-source & dimensions

Fig. Metrics, ! '._'“ + NN .-
logs, and ' A -QURRRNEN ¢ A
trace_s are - - o Rane
monitored by ;S g e .
separated ! g | — od
systems =t -
s i il
il it il
Problem

= High percentage of false positive alarms. Noisy
signals requires new AD & RCA robust
techniques

TECHNOLOGIES

Apply recent Sequence Learning
approaches to AlOps

= State of the art results in many applications:
image, video, translation and speech
recognition to extract long-term dependencies

‘wach iog eniry = log Koy + parameter valie vector [T ————— =) Anew Iog entry

Training Stage
allp)g uopparaCy

= e.g., unsupervised anomaly detection in log files
(DeepLog)

ULTRA-SCALE AIOPS LAB

DESCRIPTION

MAIN ACHIEVEMENT

New ensemble Al Algorithms to Detect Anomalies in Multi-
source, Multi-dimension data

= Robust anomaly detection ensemble

= Extend approaches such as SkyWalking

HOW IT WORKS O

1) Requests generate log
events, traces, and —p
metrics

Embedding for
each event

2) Access and Data
Transformation to
provide an uniform view —p|

3) Robust Anomaly
Detection using an

ensemble (multi-view)

Unsupervised

Anomaly
detection
(log)

Embedding
for each key

vector

4) Root Cause Analysis use
the neural network and
backward anomaly SCore  uman i tne ioop i )
propagation to identify S
the root of the problem Detection

Robust Anomaly Detection ensemble

anomaly: 1

ASSUMPTIONS & LIMITATIONS

= Requires a special (not trivial) software development of recurrent
neural networks, like LSTM

= Requires access to Topology Services

TRL 3: Active research and development is initiated. Analytical studies and
laboratory studies to validate analytical feasibility of the approach

IMPACT

Lower false positive alarm rate

Time Series |—| Log Event Hacing Span |

False positive - Ignored

True positive - Alarm

Fig. Multi-source analysis
Correlate single anomalies as a way to improve precision

Multi-Source Distributed System Data for
Al-powered Analytics

Sasho Nedelkoski*, Jasmin i*. Ajay Kumar Mandapati*, Socren Becks o', Odej Kao
*Con

Multi-source Distributed System Data for Al-Powered Analytics. Nedelkoski, S.;
Bogatinovski, J.; Mandapati, A. K.; Becker, S.; Cardoso, J. and Kao, O. In Service-
Oriented and Cloud Computing (ESOCC), 2020.
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Anomaly Detection & Root Cause Analysis
Distributed Traces

PAIN POINT DESCRIPTION IMPACT

While popular, only visualization tools MAIN ACHIEVEMENT

: Improve trace-based RCA in 90%
exist for trace management

Trace anomaly detection and root-cause analysis using
trace structure

= Previous tentative using Deep Learning (LSTM, CNN), Machine
Learning (Optiks), Sequence Analysis (LCS, Multiple sequence

serkeSOperten o alignment, Needleman-Wunsch) algorithms did not enable a

- precise root cause analysis

+ service_a: GET /api/v1/data

View Optons. =

Structural
anomalies (in
red)

Fig. Jaeger traces (blue, beige)

HOW IT WORKS
Current limitations 1) Learning. For each service
= Tracing tools only provides trace visualization endpoint, learn the traces

X . structure it generates
= Analyzing traces manually is error-prone and not scalable )
2) Modeling. Aggregate all the

Fig. Trace management & trace analysis
Red circles show structural anomalies

TECHNOLOGIES traces into a behavior model Learn traces strucuure B Self-Supervised Anomaly Detection from
L 3) Anomaly detection. When a [ Distributed Traces
Apply recent ML and statistical new trace is generate, compare Noast | R —
approaches to process sequential data its structure with the behavior s T Comen o Dssoed T Sy Croa, T4 et b, ey
model. If it was not seen

@ e before, an anomaly exists ¥
= Expl h [ Trace Events . Anomaly .. .. .

xplore the use 4) Root-cause analysis. When an Detecti G L ) >
of Deep anomaly is detected, determine : 2 combies o s i i o e o e s
Learning: Long in which span it occurred and I, Host: 192.168.5.13 = fexciop.from

Short Term identify host, service, function Analysis a Service: novaapi i oty i s f I e o

Memory (LSTM) LOCtonSchecU 8 B ey i o 10 o s b i

i and e gl ol o St

even in large traces and capture complex interactions between the
ASSUMPTIONS & LIMITATIONS R T el A Gt el s
T S pe & eyl et

= Microservices are instrumented with tracing capabilities The metsics s

Explore the use
of attention
networks

Explore the use
of association
rules

re excculed at runtime by the
13 sources are limited on a s

Self-Supervised Anomaly Detection from Distributed Traces. Bogatinovski, J.;
X i Nedelkoski, S.; Cardoso, J. and Kao, O. In IEEE/ACM 13th International
TRL 4. Small scale prototype. Basic technological components are Conference on Utility and Cloud Computing (UCC), 2020

integrated to establish that they will work together.
ULTRA-SCALE AIOPS LAB \!’é HUAWEI

-




Anomaly Detection & Root Cause Analysis

Network Verification

PAIN POINT

Users deploy Virtual Private Networks (VPC)
to organize their Virtual Machines (VM)

By Be s
Fig. Complex
VPC
configuration

errors are LF e
difficult to -
localize

=i H =
Problem

= Users are not able to verify the reachability of their
VPCs, localize faults, carry recovery actions, ...

TECHNOLOGIES

Optimize Binary Decision Diagrams (BDDs)
for large-scale verification scenarios

Fig. Network Data Plane

Control Plane

analysis tools (left o A Analysis
[1]) and the Bastfish & verilow  "Sh Minsswesper
s|l® e L)
network S
] ; 8 = ERA
configuration C === P4
analysis tool (below) 2 ARG
s .
(s}
=
5 Bagpipe
2 [
@
\ z 1 ] ] | ]
Single Single Controllable  Multiple All

packe! data plane data plane data planes  dala planes
Data Plane Coverage

Insight. The optimization of BDDs (e.g., via
parallelization, pruning, compression) allows to
speedup verification tasks while reducing the
computing resources needed

ULTRA-SCALE AIOPS LAB

DESCRIPTION

MAIN ACHIEVEMENT
VPC Reachability Verification

= Model networks with all of the elements, e.g., VPC, ECS, Subnets,
ACLs, Security Groups, accurately using “extended” BDDs

= Compute all classes of packets that are expected to flow between
a source-destination pair

= Highly efficient detection and localization mechanisms

HOW IT WORKS

1 VPC configuration 2 Network object model 3 Abstract data plane

10701 0%+

Large-scale continuous verification of virtual networks with end-to-end support

ASSUMPTIONS & LIMITATIONS

= Users need to understand which rule of a given network element
precludes the reachability and eventually manually correct it

= This task is complex. In the future, research on assisted correction
is needed

TRL 5. Basic technological components are integrated with realistic
supporting elements so it can be evaluated in testbed environment

[1] Beckett, A General Approach to Network Configuration Verification, SIGCOMM 17

IMPACT

NetworkBrain
Planning & Discovery & Analysis & Optimization
Verification Inspection Dmgnosns & Repair
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Fig. Network construction and verification. Colored nodes
represent different types of equipment. Red lines show
reachability problems between nodes.
Logic Verification using Binary Decision Diagrams
in a Logic Synthesis Environment
Sharnd Malik Allert R Wiang Robert K. Brayton Alberto Saugiovami-Vineentelli
Department of Electrical Enginecring and Computer Sciences
University of Califoruin, Berkeley, CA $4720
Abstract winsulation of all the ||m.u|:(m!l. Hence this result is not nseful for

This paper presents the results of & formal logic verification sy
tem implecaented as past of MIS, the wulti-level logie sy thesis
system developesl at U. C. Derkeley. Comsbinatious log
cation luvalves checking twe uetwarks for fauctionsl equivalence.
Techuiques that fistten. networks or nee cube ssumerstion aad
simlation chunot be used with fanctios that have very lasge  probdemss than oxisting systems and is siguiicanly fasbes on 2
cubo cavers, Binary Deciion Disgrama (BDDs) as presenied by henclunark set of xainples
Deysat s79 cancmical represenatioas for Doolean fuacticns and
ofis 3 technique for farmal logic verifcation. Howover, the site
of BDDs s sensitive to the varisble ordering, We ron
g g o e etk topegy. ang BDDo,
e have been able to carry out formsal verification for a larger
eet of etworks than exisiing werfication systesss.  Also, i
i proved sigaicwmt fuster o the Vomchiuark 4et o &, and 3 Doolenn vaslable . Thers i  dircted edge fro v 1
aplen tented 1, oty epends on 3, o . Buher, e o e v
i i . o elassified 38 priraney inpus or grimary owrds,
1 Introduction ' Dovlens ke it represcutation of & coubinational Togic
Gombiustional Togic verification luvelves checkig two BOolMS iecuit. The primary upats reproseut the iputs to the clreait

2  Definitions

The defnitionn in this section are formal. The terus beisg

Logic verification using binary decision diagrams in a logic synthesis
environment, Malik, Sharad, et al.,1988 |IEEE International Conference on
Computer-Aided Design. IEEE Computer Society, 1988.
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ULTRA-SCALE AIOPS LAB

Goal: Achieve worldwide recognition by 2022/23

Attract high-level R&D Experts in the fields of AI/CS

e |

llya Francesco

* Paul

Jorge

Year 2018

Several Papers at A and A* ranked conferences

. Self-Attentive Classification-Based Anomaly Detection in
Unstructured Logs, ICDM 2020 (Rank: A*)

. Self-Supervised Log Parsing, ECML PKDD 2020 (Rank: A)

. Anomaly Detection from System Tracing Data using
Multimodal Deep Learning, IEEE Cloud 2019.

. Anomaly Detection and Classification using Distributed

Tracing, IEEE CCGrid 2019 (Rank: A)

17 Patents
= Apparatus and Method for Detecting an Anomaly Among
Successive Events ...

2023 High Value Patent
AlOps for Secure
Operations

%

2018 Cloud BU President Award
AlOps / Butterfly R&D

oM

2023 SRE Golden
Award

BisE SECHARS, WRAZ. CEES

2019 SRE Cloud Eagle Award
AlOps / iForesight 3.0 R&D

2023 Recognition Letter
El Dept.: Edge Al

THE Z3RD IEEE/ACM INTERNATIONAL SYMPO:
1D ow OUD AND INTERNET COMPUT

BEST PAPER FINALIST CERTIFICATE

oy 1o present

)

et T S W 5 g Caess v i 5] g P

S OTEL O 1ED

2019 Galileo Award
AlOps MRC Tech Breakthrough

Best Paper Runner Up
CCGrid 2023
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